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Abstract

We introduce a novel privacy-preserving methodology for
performing Visual Question Answering on the edge. Our
method constructs a symbolic representation of the visual
scene, using a low-complexity computer vision model that
jointly predicts classes, attributes and predicates. This sym-
bolic representation is non-differentiable, which means it
cannot be used to recover the original image, thereby keep-
ing the original image private. Our proposed hybrid solution
uses a vision model which is more than 25 times smaller than
the current state-of-the-art (SOTA) vision models (Anderson
et al. 2018), and 100 times smaller than end-to-end SOTA
VQA models (Jiang et al. 2020). We report detailed error
analysis and discuss the trade-offs of using a distilled vision
model and a symbolic representation of the visual scene.

Introduction
The ubiquity of cameras in personal devices, monitoring
devices, and appliances has advanced the skill-set of edge
devices considerably, enabling them to answer questions
through a combination of computer vision and natural lan-
guage understanding. This is usually done by streaming
video snippets to high-performance computing systems.
However, as these images may contain private information
(unlike a simple proximity sensor or an IR motion sen-
sor), they can potentially compromise privacy. While some
personal devices may alleviate these privacy concerns by
performing image analysis, voice recognition, and seman-
tic question-answering all on same device by incorporating
expensive neural net hardware accelerators, it is impracti-
cal for most personal devices to be so equipped. In this pa-
per, we explore whether accurate visual question answering
(VQA) about a scene can be achieved in a cost-effective
manner while preserving privacy, on devices that lack ex-
pensive edge-computation capabilities.

The problem of answering questions based on an image
has been tackled either through a two-stage network that has
a region or grid based network feeding into a vision lan-
guage model downstream to answer the questions, or by us-
ing three-stage networks that explicitly generate a symbolic
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Figure 1: VQA model tradeoffs with respect to accuracy, privacy
and size. We look at three privacy categories. Not Private where the
image is sent to the cloud, at risk where the raw class, and attribute
scores as well as the bounding boxes are sent to the cloud, and
Private where only symbolic representations of the seen are sent to
the cloud.

relationship graph from the scene in order to address biases
observed in other models (Anderson et al. 2018; Jiang et al.
2020). While these methods are able to tackle a variety of
questions, they have two shortcomings: (a) the model sizes
are large - they typically have about 3-4 billion parameters
which makes them unsuitable for realization in low-cost de-
vices (b) though they can be split up into distinct image
processing units (which could be distilled to run on the de-
vice) and question answering stages, the feature representa-
tion passed between the stages could potentially be decoded
to reconstruct the image, thereby compromising privacy.

We look at three levels of privacy as shown in Figure 1.
First is a setting where the model is trained end-to-end, and
an intermediate feature representation is used as a means to
bifurcate model complexity. We consider this not to be pri-
vate since it is conceivable that an adversarial model can
be trained to recover the original image. Second, where the
model is trained in stages (as opposed to end-to-end), and
the prediction distributions for both objects and attributes
are used as intermediate representations. While this is a less
descriptive representation of the input image than the end-
to-end scenario, it still puts a privacy at risk since it is still
a differentiable network that conceivably allows the original
image to be recovered by model extraction methods. Third,
we consider a symbolic representation of the scene. This ap-
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Figure 2: The interconnection of our hybrid model structure. Image adapted from (Yu et al. 2019).

proach makes the system non-differentiable, and makes it
close to impossible to recover the original image, making
the representation highly private.

Objects detected:
Woman, hat, cap, helmet, hair, fingers, 
thumb, shirt, jacket

Q: Is the dentist wearing a hat?

GT answer: Yes
Predicted answer: Yes

Objects detected:
Wall, man, person, 
hand, fingers, shirt, 
jacket, phone, cell, 
cellphone

Q: Is he holding a 
smartphone?

GT answer: Yes
Predicted answer: Yes

Objects detected:
bus, tree, leaves, building, sky, car, vehicle, 
window, door, windshield, wipers

Q: Is this a bus stop?

GT answer: No
Predicted answer: No

Objects detected:
giraffe, neck, spots, 
mane, grass, field, hair, 
zoo

Q: Do you see a giraffe 
in the picture?

GT answer: Yes
Predicted answer: Yes

(a)

Objects detected:
kite, plane, sky, clouds, 
wing, parasail, jet, 
bird,…

Q:  Is the beach 
crowded?

GT answer: Yes
Predicted answer: No

Objects detected:
bus, truck, car, 
clock, sign, people, 
sky, building, …

Q: Is this a 
European country?

GT answer: Yes
Predicted answer: 
No

Objects detected:
boat, boats, sailboat, water, lake, river, 
people, hair, shirt, …

Q: Are the boats in the water?

GT answer: Yes
Predicted answer: No

Objects detected:
mouse, desk, keyboard, speaker, laptop, 
monitor, computer, counter, desk, …

Q: Is the desk messy?

GT answer: No
Predicted answer: Yes

(b)

Figure 3: Examples of (a) scenes and questions where Bottom-
Up answered incorrectly, but our model answered correctly and (b)
scenes and questions where Bottom-Up answered correctly, but our
model answered incorrectly.

The novel contributions of this paper are:

• A framework to enable privacy-preserving VQA with a
small memory footprint edge-friendly model (reduction
in footprint by > 25×) (Anderson et al. 2018).

• A non-differentiable formulation using a symbolic repre-
sentation to achieve competitive performance results on
Yes/No type questions for VQA.

• An analysis of the trade-offs between privacy and perfor-
mance.

Our results show that even severely limited information
about the scene, enables answering a multitude of questions
related to presence, attributes, and relationships of objects,
while limiting the possibility of an adversarial system to
reconstruct the scene. We see a 5% drop in performance
from a visual model with a 25x smaller footprint (Anderson
et al. 2018). The component running on the device is also
100x smaller than the original end to end model (Jiang et al.
2020). The performance drop is also be attributed to the fact
that nearly half of the images in the dataset require informa-
tion outside of what can be seen in the image, to generate ac-
curate answers to the respective queries (Figure 3). This also
raises questions about how SOTA models end-to-end (with-
out external knowledge) were able to answer these queries.
We examine the possibility of captioning systems towards
creating a human-understandable level of abstraction of in-
put images. This opens up the possibility of analyzing long-
term activities, trends, and anomalies using natural language
processing techniques in the future.

Related Work
Visual Question Answering
The problem of making sense of visual scenes is one that
has been thoroughly pursued by both the Computer Science
and Natural Language Processing fields (Wu et al. 2017;
Sun et al. 2021). Visual Question Answering (VQA) is a



challenging task that has received increasing attention from
both the computer vision and the natural language process-
ing communities. Given an image and a question in natural
language, it requires reasoning over visual elements of the
image and general knowledge to infer the correct answer.

The intersection of vision and language is an important
topic today. To this end there is a large body of work done to
gather and annotate data for the creation of models that suc-
cessfully fuse the two modalities. Out of these datasets we
note that the Visual Genome dataset (Krishna et al. 2017)
enables modeling of relationships between objects. It pro-
vides dense annotations, of objects, attributes, and relation-
ships within each image containing over 100K images each
having an average of 21 objects, 18 attributes, and 18 pair-
wise relationships between objects. These annotations are
canonical in region descriptions and question answer pairs to
WordNet synsets. Together, these annotations represent the
densest and largest dataset of image descriptions, objects,
attributes, relationships, and question answers. The image
base for Visual Genome is the Microsoft COCO dataset (Lin
et al. 2014). MS-COCO gathers images of complex every-
day scenes containing common objects in their natural con-
text. Objects are labeled using per-instance segmentation to
aid in precise object localization. In total there are 328k im-
ages with 2.5 million labeled instances on 91 object types in
the COCO dataset. Another interesting dataset and bench-
mark is GQA (Hudson and Manning 2019). It is a dataset
for real-world visual reasoning and compositional question
answering, seeking to address key shortcomings of previous
VQA datasets. They leverage Visual Genome scene graph
structures to create 22M diverse reasoning questions, which
all come with functional programs that represent their se-
mantics. The programs are used to have control over biases
and answer distributions.

There is a growing number of benchmarks related to
VQA. We look at two of them: two stage and three stage
models. Two-stage models usually first extract visual fea-
tures from the image, and then perform cross-modality fu-
sions between visual features and language features to pre-
dict final answers. Among this line of work there are task-
specific VQA models that are designed and trained specif-
ically on VQA datasets (Anderson et al. 2018; Jiang et al.
2018; Yu et al. 2019, 2020; Guo, Xu, and Tao 2021; Jiang
et al. 2020). There are also joint vision-language models
that are pre-trained on large vision-language datasets such
as Visual Genome (Krishna et al. 2017) and Open Images
(Kuznetsova et al. 2020) and then fine-tuned on VQA tasks
(Tan and Bansal 2019; Lu et al. 2019; Li et al. 2020; Chen
et al. 2020; Zhang et al. 2021). The three-stage models intro-
duce an extra step of generating symbolic scene graph repre-
sentation for images and symbolic neural module represen-
tations for questions, and perform symbolic reasoning be-
tween the two representations to predict final answers (Yang
et al. 2020; Hu et al. 2017, 2019).

While much inspirations can be drawn from above-
mentioned work, these methods cannot be readily applied
to our application which demands user information for pri-
vacy preservation. For most two-stage and three-stage mod-
els, the first step is usually to use a heavy-weight image

feature extraction model to extract visual features. An ex-
ample is the widely-used Bottom-Up model which is over
1GB footprint (Anderson et al. 2018) and thus cannot run
on the device. In this case, the image has to be uploaded to
a high-performance computation infrastructure, which im-
poses potential privacy risks as the image could be exposed
to malicious usage.

One insight we learn from three-stage models is that they
are separable modules. The QA models require the gener-
ation of a scene graph. Since symbolic outputs, similar in
concept to scene graphs, are not differentiable they cannot
be used to back-propagate through the model to recover the
original image. Taking this into account there is no longer
a need to run the whole VQA model on the edge or on
dedicated computation infrastructure, but only up to a point
where a symbolic representation can be generated on the de-
vice and used by downstream models. Towards this goal,
if we consider deploying the image feature model on the
edge, and uploading less private information to a computa-
tion infrastructure, the image feature model has to be light-
weight, accurate in predicting symbolic representations such
as object names, attributes and relations, and work well with
downstream QA models. We consider that this addresses pri-
vacy, since it is non-differentiable information and thus can-
not be used to reconstruct the original image.

Vision Model Compression
Another important aspect to consider is the compression of
neural network models (Cheng et al. 2017; Choudhary et al.
2020; Feng et al. 2019; Lei et al. 2018). Due to the multi-
stage nature of most VQA models, there are relatively rare
work to compress or distill an entire VQA model as a whole.
On the other hand, there are quite some small-footprint vi-
sion models such as YOLO(Bochkovskiy, Wang, and Liao
2020), EfficientDet(Tan, Pang, and Le 2020) and so on that
are trained from scratch with a smaller neural architecture.
Yet these models are usually trained on a limited number of
object classes (for example, EfficientDet is trained on 90 ob-
ject MSCOCO classes) and do not support predicting object
attributes and relations.

We look at EfficientNet (Tan and Le 2019) and Efficient-
Det (Tan, Pang, and Le 2020) which are compressed substi-
tutes to ResNet (He et al. 2016) and Faster-RCNN (Ren et al.
2015) respectively. Convolutional Neural Networks (CNNs)
are commonly developed at a fixed resource budget, and then
scaled up for better accuracy if more resources are available.
EfficientNet proposes a uniform scaling of all dimensions of
the model, i.e. depth, width, and resolution. They provide a
family of models, EfficientNets, that outperform previous at-
tempts. Their largest model achieves state of the art accuracy
on ImageNet while being 8.4 times smaller and 6.1 times
faster than its competitors. EfficientDet is an object detec-
tion network that builds upon an EfficientNet backbone. A
key difference to competing large scale models, like Faster-
RCNN, is that it replaces the region proposal network with
a Bi-directional Feature Pyramid Network (BiFPN). This al-
lows easy and fast multi-scale feature fusion. They harness
EfficientNet’s scaling technique to produce a family of mod-
els that, on the COCO dataset, achieves state of the art per-



formance at an up to 9 times smaller size and up to 42 time
faster inference than other competing models. For our goal
of developing a small-footprint image model that could pre-
dict symbolic information robustly, we propose to build a
custom vision model that is trained on larger vocabulary of
object classes and also predict object attribute information
using EfficientDet as the model backbone.

Methodology

With user-facing VQA tasks there is always a concern with
the privacy of the collected data. An obvious approach is
to obfuscate the input streams. We take inspiration from
the architecture of speech to downstream task architectures
where there is conversion to a symbolic intermediate repre-
sentation of the raw input audio measurement, i.e. audio to
phonemes and subsequently words, before being sent to a
language model for further processing. Current state-of-the-
art vision models mostly extract visual features in continu-
ous space and send these features to downstream VQA mod-
els. These features could be exploited to recover the origi-
nal visual information and thus user privacy can be compro-
mised. Instead, we propose to apply obfuscation at input and
transform the visual image to symbolic representation first;
consisting of object labels, attribute labels and so on, before
sending them to downstream VQA models. This ensures that
the intermediate symbolic information is not only address-
ing the privacy issue, but also more controllable in terms of
what could be sent to downstream cloud QA models. We
introduce this novel perspective in neural network model
strategy. Since we implement raw to symbolic transforma-
tions for both speech and visual modalities, for the purpose
of more control, over filtering out potentially private infor-
mation, we can consider the symbolic representations as safe
with regard to our initial privacy concerns. As such, it is only
necessary to deploy the symbolic representation models on
user devices and have the larger downstream language and
visual QA models run on dedicated high-performance com-
putation infrastructure.

Model Overview

We chose to split our model into two-stages, a perception
stage and a question answering stage, see Figure 2. As op-
posed to other two-stage models like Bottom-Up (Anderson
et al. 2018) or MiniVLM (Wang et al. 2020), we simplify the
3 stage graph generating approach where we rely on gener-
ating symbolic representations of the scene without going
through the higher complexity relationship prediction stage.
We use this symbolic output as a privacy granting represen-
tation. At a high level the two stages can be instances of any
perception models and any downstream question answering
model. This structure works as long as symbolic features can
be extracted from the perception stage.

We continue with the description of our implementation
composed of two stages: an on device image to symbolic
representation models with a small footprint and a large
scale QA model running on the cloud.

Image Model
The starting point for our image processing module is
EfficientDet-D0 (Tan, Pang, and Le 2020) backbone, due
to it’s small size. The original EfficientDet’s base network
structure is made up of an EfficientNet processed by a bidi-
rectional feature pyramid network (BiFPN) which is then
passed to two output heads. Both of these output heads are
a suite of stacked convolutional layers that output the ob-
ject bounding boxes and the object classes. To note that Ef-
ficientDet does not have a region proposal network (RPM)
which also accounts for its small footprint. The model will
always output 48K objects and the relevant objects are
picked if their object class prediction is over a threshold after
non maximal suppression (at IoU default value 50%). There
is no information exchanged between the output heads.

To suit our purposes, we made several modifications to the
base EfficientDet-D0 network. First, and most importantly,
we introduce an attribute prediction network that makes a
multi-label classification on the attributes. As in the base
model, there is no information exchanges between the three
output heads, i.e. attributes are predicted independently of
class, as opposed to MiniVLM (Wang et al. 2020) where at-
tribute prediction is dependant.

We train our vision model on visual genome on the same
set of classes and attributes as previously done (Anderson
et al. 2018). We first train the object classification and local-
ization heads without the attribute head until convergence.
Once the classification and localization heads are trained we
reintroduce the attribute head and continue training with all
three heads till convergence.

Symbolic Representation
The symbolic representation of the visual scene uses differ-
ent sections of R2048 vector to represent the various infor-
mation categories. As previously stated, we use a set of 1600
object classes and 400 attributes. We use the output pre-
dictions for object classes, attributes, and bounding boxes
and construct a symbolic representation of the image. For
object classes, we select the top five class predictions (by
confidence score) and concatenate the GloVe (Pennington,
Socher, and Manning 2014) embeddings of the names of
those classes which gives us a R1500 vector. For attributes
we similarly take the top five attributes and compute the sum
of the GloVe embeddings of the names of those attributes
weighted by their output scores which gives us a R300 vec-
tor. For bounding boxes we make two representations - first,
we normalize the bounding box to the original image and
second we normalize the bounding boxes to the encompass-
ing bounding box which gives us a R8 vector. We make two
bounding box representations in order to transmit informa-
tion global information about the scene as well as relative
locations between the bounding boxes. We then concate-
nate the class, attribute, and bounding box representations
together which gives us a R1808 vector. This representation
is then padded to create a R2048 vector which is passed to
MCAN. We also implement a BERT embedding structure
where the question and the tuples of classes and attributes
are all embedded by a pretrained BERT model. The classes
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Figure 4: Diagram of EfficientDet and additions. Image adapted from (Tan, Pang, and Le 2020).

Name Object Detection Attribute Prediction
AP AR A P R F1 A P R F1

Bottom-Up 32.50 45.67 62.53 87.02 71.24 78.34 16.23 25.62 30.71 27.93
Ours 39.30 50.48 47.43 84.62 67.13 74.87 33.51 64.33 41.16 50.20

Table 1: Comparison of the performance on object detection with attribute prediction of Bottom-Up, and EfficientDet. We measure Class
agnostic Average Precision (AP) class agnostic Average Recall (AR). For detected objects we also compute the Accuracy (A), Precision (P),
Recall (R), and F1 score for both class and attribute prediction.
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Figure 5: Privacy preserving symbolic representations. Top 5 class
predictions are chosen and the GloVe embeddings of the class
names are concatenated together. Top 5 attribute predictions are
chosen and their GloVe embeddings are weighted by their confi-
dence and summed. The top 5 wights are normalized. The bound-
ing boxes are normalized to the image and to the enveloping bound-
ing box. The Class, attribute, and bounding box representations are
then concatenated and sent to MCAN.

and attributes are presented as a sequence of five words and
processed to produce an embedding for each tuple, classes
and attributes. The question is also embedded as a statement

and presented to the downstream QA model.

QA Model
Our formulation of symbolic inputs could be applied in a
plug-and-play manner, meaning all existing QA models that
takes in image feature and text inputs could potentially work
with our symbolic inputs.

We use the architecture of MCAN (Yu et al. 2019) to
demonstrate our approach. While we retain the deep co-
attention learning, and multimodal fusion and output clas-
sifier stages, the novelty of our approach is that we sep-
arate the input modality perception stages, specifically the
vision model, and run them in a de-coupled fashion. More-
over, we replace the intermediate layer representation from
the vision model, originally an adaptation of Faster-RCNN
(Ren et al. 2015) to predict attributes and subsequently us-
ing Bottom-up Attention, with a symbolic representation of
the scene. Given an output from a differentiable model it is
conceptually possible to reverse-engineer and recreate the
original image. The purpose of the symbolic representation
is to break the differentiable link from the originally cap-
tured image to the input of MCAN, and hence preserve the
privacy.

Experimental Results
Datasets
For the custom EfficientDet model, the Visual Genome
dataset is used for pretraining with 1600 object classes and
400 attribute classes (Krishna et al. 2017; Anderson et al.
2018). For the VQA task, the VQA 2.0 dataset is used for
evaluating our models (Antol et al. 2015). The VQA 2.0
dataset has 0.25M images, 0.76M questions, and 10M an-
swers.



Experimental Settings
For the custom EfficientDet model, the adamw optimizer is
used with an adaptive learning rate starting at 0.001. The
model was trained on a 8 GPU P3.8-instance for 3 days for
the object classification head, and then trained for 2 days
for the attribute classification head. For the VQA model
(MCAN), the adamw optimizer is used with an adaptive
learning rate, starting at 0.01. The model is trained on a 1
GPU P2-instance for 24 hours.

Model Performance
Image Model To evaluate the change in performance of
our vision model as compared to the reference model,
Bottom-Up, we look at three aspects. First we look at class
agnostic object detection where we measure Average Pre-
cision and Average Recall. Second, among the detected ob-
jects we evaluate the accuracy, precision, recall, and F1 score
of the class prediction. Third, also for the detected objects,
we compute accuracy, precision, recall, and F1 score for the
attribute prediction task.

We conduct an evaluation of the vision model itself as
compared to the reference model, Bottom-Up ( Table-1). We
notice the our model detects more objects although among
the detected objects EfficientDet has a lower rate of success-
ful classifications. On the contrary, the low footprint model
has a much better success rate in predicting attributes.

Overall System Performance Since we use MCAN with
minimal modifications we use the metrics described in (Yu
et al. 2019). The experimental setting starts with exported
output from a candidate visual network, i.e. EfficientDet
with attributes or Bottom-Up. MCAN is trained alone on
different types of representations. For Bottom-Up there are
three representations. First, we use the intermediate repre-
sentations as used in (Jiang et al. 2020). These were trained
end to end with both Bottom-up and MCAN and used as
provided by the authors. Second, we use the raw predic-
tions of the model, i.e classes ∈ R1600 concatenated with
attributes ∈ R400 and a global (to the image) and relative
(among boxes) normalization ∈ R8 which is padded to a
vector ∈ R2048 and presented to MCAN as the image rep-
resentation. Third and finally, we use our novel symbolic
representation. For classes we take the GloVe embeddings
of the names of the top 5 class predictions and concatenate
them into a vector ∈ R1500. For attributes we take the top
5 predictions and compute a sum, weighted by their con-
fidence, of the GloVe embeddings of the names of the at-
tributes. We also reproduce the same settings with our mod-
ification of EfficientDet-D0 with attribute prediction except
for the intermediate layer. Since our goal is to break the
back-propagation flow to make the representation private,
there is no opportunity to train MCAN end to end with Effi-
cientDet to generate the intermediate representations.

When using BERT the question is embedded as a single
embedding. This replaces the LSTM in MCAN as well. We
notice that the setting using BERT embedding instead of
GloVe does not beat the performance of the standard MCAN
implementation.

In Table-2 we compare the five settings described before
to gauge the penalty for the two aspects in question. First,
breaking the differentiability of the model, and second, the
use of a small footprint model instead of the original state of
the art. We start with the reference model which is the end
to end trained model consisting of Bottom-Up and MCAN.
This model plays the role of our upper bound on perfor-
mance. The first comparison using less fine-tuned outputs,
see Figure 2, yet still differentiable. We notice this drops the
performance by 3.7% overall while on the specific tasks 3%
on Yes/No questions, 5.2% on count and 4% on other. Next
we move to using symbolic representations. When compared
to the raw predictions we see a marginal drop in perfor-
mance with the biggest drop of 1.71% on count and less
than 1% for everything else and overall. Next we replace
the Bottom-Up visual model with our modified EfficientDet-
D0. For the raw prediction representation we see an overall
drop of 6.64% drop from the equivalent Bottom-Up config-
uration. The other category sees the highest drop at 10.29%
and the lowest drop for the count category with 1.24%. Our
target model, distilled and private, as compared to the raw
prediction distilled version also shows minimal loss in per-
formance.

Using Captions
As mentioned previously, our setup is a middle ground be-
tween an end-to-end two stage model and a three stage graph
generating model, where we only provide information about
object class, attributes and location. Saying this we lose in-
formation about the holistic structure of the image. To this
end we incorporate the use of captions in our model for two
reasons. First, it implies a selection of the most relevant ob-
jects in the scene and second, captions imply relationships
between these selected objects.

We also look into a hypothetical setting where we would
have access to caption descriptions of the given scene. We
present the results in Table 3. We use the ground truth cap-
tions provided by the MSCOCO dataset as a proxy for the
ideal caption generation system. We go through the same
comparisons as before though we will skip the intermediate
representation configuration. We notice that the low foot-
print configurations using our modified EfficientDet has the
most to benefit from this strategy giving more than a 4% gain
overall and for the count category even beating the equiva-
lent Bottom-Up configurations without captions.

Error Analysis
We run a series of error analyses where we compare the per-
formance of the symbolic configurations using Bottom-Up
and EfficientDet as the visual model. Specifically, we look
at the object predictions on images which have associated
Yes/No questions where the Bottom-Up based model an-
swers correctly and the EfficientDet based model gives the
wrong answer (see examples in Figure 3). The main obser-
vation is that Bottom-Up tends to detect fewer objects and
that for a given object Bottom-Up is much more confident in
its prediction. However, for the most part, EfficientDet cor-
rectly classifies the object and in other cases the correct class
is in the top 5 predictions (see Figures 8, and 9). Another



Visual Privacy Deployability Visual Model Feature Performance
Model Status Num. Param. Type Overall Other Yes/No Count

Bottom-Up Not Private No 153M Intermediate 67.08 58.41 84.73 49.19
Bottom-Up At risk No 153M Raw 63.31 54.48 81.72 43.81
Bottom-Up Private No 153M Symbolic (GloVe) 62.49 53.78 81.05 42.10

Ours At Risk Yes 5.75M Raw 56.67 44.19 77.98 42.57
Ours Private Yes 5.75M Symbolic (GloVe) 55.41 42.95 77.27 41.89
Ours Private Yes 5.75M Symbolic (BERT) 54.17 72.10 75.25 39.16

Table 2: Performance of MCAN on VQA 2.0 using the output from Bottom-Up or EfficientDet with raw predictions representations or fully
symbolic output. We also provide the performance of MCAN using the intermediate output provided by Bottom-Up as trained end-to-end as
measured by us.

Visual Privacy Deployability Visual Model Feature Performance
Model Status Num. Param. Type Overall Other Yes/No Count

Bottom-Up Not Private No 153M Raw 65.16 56.72 82.49 47.25
Bottom-Up At risk No 153M Symbolic (GloVe) 64.58 56.32 81.91 46.01

Caption Only Private N/A N/A N/A 57.55 47.28 76.53 41.83
Ours At risk Yes 5.75M Raw 60.10 49.42 79.26 45.32
Ours Private Yes 5.75M Symbolic (GloVe) 59.76 49.02 79.14 44.62

Table 3: Performance of MCAN on VQA 2.0 using captions along side the output from Bottom-Up or EfficientDet with raw predictions
representations or fully symbolic output. We also provide the performance of MCAN using captions alone.

observation is that among the questions that our model gets
wrong, there are a large number of questions that require
knowledge extrinsic to the image. We also provide compar-
isons when our model performs better than Bottom up in
Figures 6, and 7.

Discussion
An important aspect to note is that the current symbolic
approach proves to be feasible especially for Yes/No and
counting questions. These types of questions are important
because they could be used to break down a more complex
query into more specific questions that can be processed
later into an answer to the original question. It is also of
note that even with low footprint models the drop in per-
formance on simpler questions is acceptably small. Also,
our tests of symbolic representations on larger, better per-
forming models are available once the computational per-
formance is available.

We also explored captions as a means to capture the re-
lationships in a scene graph without explicitly and exhaus-
tively generating them. This would bring further holistic in-
formation about the entire scene as opposed to the local
information provided by object locations, classes, and at-
tributes. Furthermore, captions also make an implicit selec-
tion of relevant objects and their separation of from the back-
ground. This was reflected in the increased accuracy when
captions were used.

Conclusions
We introduced a flexible VQA architecture that, by the na-
ture of its deployment on current low power devices, will
maintain image privacy. The privacy maintaining strategy re-
lies on a symbolic representation which eliminates the possi-
bility of accurately reproducing the originally captured im-
age. Our architecture had two major components. First, a
low footprint visual perception model that produces a list
of objects with their likely classes and attributes, as well

as their locations in the scene. Second, a large scale pow-
erful QA model that harnesses the full capabilities of mod-
ern cloud computing. Since the information provided to it
cannot be used to recover sensitive information, it is privacy
preserving as well.

Future Work
As we saw, there is a considerable benefit from incorporation
of captions in our model. A logical next step is to design a
caption generation module that could be merged into the low
footprint vision model; so that it can produce the sentence-
type output that gives a broader description of the scene.

Based on our error analysis, an alternate strategy for train-
ing EfficientDet would be to aim for matching the output of
the Bottom-Up detector. This can be done without additional
annotations, i.e. only train as a regression model and use
Bottom-Up’s output as the target. By priming the model to
be as close as possible to Bottom-Up and afterwards to actu-
ally do the object recognition task. Finally, this can be done
jointly by combining the regression and detection losses to-
gether in the same training schema.
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Appendix
Object and Attribute Prediction Comparison to
BottomUp
In the following we show the class and attribute output for
both EfficientDet and BottomUp in scenarios where Effi-
cientDet provided output that produces correct results from
MCAN but BottomUp did not, and vice-versa. The main ob-
servation here is that EfficientDet, although providing good
top candidates for both class and attribute prediction, has
low confidence when compared to BottomUp. Another ob-
servation would be that when EfficientDet provides outputs
that lead to wrong answers the questions are likely to require
information that is not present in the scene. It is important to
remember that these comparable results were generated by a
model with a much lower footprint.

We provide a list of the top objects considered in the scene
along with their Top-5 class and attribute predictions for
each object. The question and answers are also provided.
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Figure 6: Comparison on the output of EfficientDet on the bottom, left when rotated, and Bottom-Up on top, right when rotated. Our answers
are correct and BottomUp’s answers are incorrect. Answers: Ours: yes, BottomUp: no
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Figure 7: Comparison on the output of EfficientDet on the bottom, left when rotated, and Bottom-Up on top, right when rotated. Our answers
are correct and BottomUp’s answers are incorrect. Answers: Ours: no, BottomUp: yes
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Figure 8: Comparison on the output of EfficientDet on the bottom, left when rotated, and Bottom-Up on top, right when rotated. Our answers
are incorrect and BottomUp’s answers are correct. Answers: Ours:yes, BottomUp:no
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Figure 9: Comparison on the output of EfficientDet on the bottom, left when rotated, and Bottom-Up on top, right when rotated. Our answers
are incorrect and BottomUp’s answers are correct. Answers: Ours:yes, BottomUp:no


